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Abstract: Localizing a fluorescent particle by scanning a focused laser
beam in its vicinity and analyzing the detected photon stream provides
real-time information for a modern class of feedback control systems for
particle tracking and trapping. We show for the full range ofstandard merit
functions based on the Fisher information matrix (1) that the optimal path
coincides with the positions of maximum slope of the square root of the
beam intensity rather than with the intensity itself, (2) that this condition
matches that derived from the theory describing the optimaldesign of
experiments and (3) that in one dimension it is equivalent tomaximizing
the signal to noise ratio. The optimal path for a Gaussian beam scanned in
two or three dimensions is presented along with the Cramér-Rao bound,
which gives the ultimate localization accuracy that can be achieved by
analyzing the detected photon stream. In two dimensions theoptimum
path is independent of the chosen merit function but this is not the case
in three dimensions. Also, we show that whereas the optimum path for a
Gaussian beam in two dimensions can be chosen to be continuous, it cannot
be continuous in three dimensions.
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1. Introduction

We address the general problem of determining the position of a fluorescent particle by scan-
ning a focused laser beam in its vicinity (see Fig. 1 ) and detecting, on a single-pixel (i.e. non-
imaging) detector such as a single-photon counter, the fluorescent photons generated by the
particle. This method provides a modern, real-time alternative to image-based single-particle



localization in optical microscopy [1–3] - which has been widely applied for studying col-
loidal and biophysical systems [4–7] and achieving nanometer-scale “super-resolution” single-
molecule images [8] - and is critical to a new class of measurement technique [9–11] wherein a
single fluorescent particle is located in real time while a feedback controller tracks or traps the
particle to maintain its position in the observation volumeof a microscope. Each experimental
implementation uses a different combination of laser scanning or multiple detector placement,
sample scanning, and localization algorithm to accomplisha real-time position measurement in
two [12–18] or three [19–25] dimensions. While the referenced experimental implementations
have each been used successfully,optimal strategies have been identified only for restricted
cases of the laser scan pattern or estimation algorithm: under a Gaussian noise approximation
the optimal circular scan path for two-dimensional localization was found in Ref. [26,27]; under
a Gaussian noise approximation and for a particular estimator - the fluoroBancroft algorithm
- an optimal three-dimensional laser scan path was found in [28]; a complex two-dimensional
scan geometry was studied in Ref. [29] for the case of a particle that cannot be localized within
the “linear” estimator range of the focused beam. To date, however, neither a unified, global op-
timality strategy has not been identified nor have the fundamental limits to localization accuracy
been established. We solve this problem here. We show that for the full range of standard scalar
merit functions that can be defined using the Fisher information matrix the optimum trajectory
is consistent with maintaining the particle at the positions of maximum slope of the square root
of the intensity rather than at the maximum slope of the intensity itself but that the optimum
time spent at these positions does depend on the particular choice of merit function. We also
discuss how this is related to maximizing the signal to noise. For Gaussian beams we show that
these results exactly match those that can be derived from the theory of the optimal design of
experiments. Based on these results we introduce a simple test that can be applied to determine
the degree of optimality of any experimental design with mathematical rigor. This test allows
a user to ascertain quickly whether a particular laser scan path (in two or three dimensions)
provides maximum information about a particle’s position for a particular focused-beam geom-
etry. These results hold under the assumption that the particle is effectively stationary during
the scan period which does not necessarily suffice for the situation studied in Ref. [29], where
the beam is scanned over a relatively large range to accommodate a very fast moving particle.
A more general and difficult problem, not addressed here, is to devise a strategy for locating
a particle that explores a significant fraction of the excitation geometryduring the scan time.
Under this quasi-stationary assumption we solve the optimal scan path problem completely.

Specifically we find that for a Gaussian beam in two dimensions(2D) the fundamental
bounds on the localization accuracy are

σ2
x +σ2

y ≥ w2
0

2Nph
(1)

where σk is the standard deviation in position measured alongk ∈ {x,y,z}, w0 is the fo-
cused Gaussian beam waist [30] andNph the (average) number of photons collected during
the scan time. Note that Eq. 1 is identical to the standard image-based result when a Gaussian
point-spread function is assumed [1, 2], demonstrating theequivalent information content of
a diffraction-limited image and the photon stream from an appropriately scanned diffraction-
limited excitation beam.

For a Gaussian beam in three dimensions (3D) we find that for one particular choice of
optimization function
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Fig. 1. Schematic diagram of a laser-scanning particle localization experiment. A Gaussian
beam is scanned along a time-dependent (continuous or discrete) pathrL(t) and a modu-
lated stream of photons is detected. The optimal design problem is to determine which scan
path encodes maximal information about a particles location in the detected photon stream.

whereλ is is the wavelength. There is no equivalent result for image-based three-dimensional
localization corresponding to Eq. 2, though competing image-based methods [31–34] can (and
should) be evaluated and compared to the bound given above. Making the following Gaussian
approximation to the focused Airy diffraction pattern,w0 ≈ 0.4λ/NA, where NA= sin[θmax]
with θmax being the maximum angle the light illuminating the sample makes with respect to the
z axis, the three-dimensional localization accuracy becomes

σ2
x +σ2

y +σ2
z ≥ λ 2

N2
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NA2

)

. (3)

The remainder of the paper is devoted to a derivation and discussion of these results. We specify
the problem in terms of the Fisher information matrix, give global optimality conditions, and
identify scan paths for the familiar Gaussian beam profiles in two- and three-dimensions. In
Appendix A we justify the global optimality condition and inAppendix B we derive the lin-
earized maximum likelihood estimator based on the detectedphoton stream and foreknowledge
of the beam shape (gradients and curvatures of the intensityprofile), which can be applied in
experimental hardware for real-time localization.

2. Theory of Optimal Design of Experments

Consider a laser beam with a position dependent intensity distribution I(r) where r =
(r1,r2,r3) = (x,y,z). When the beam intensity is shifted to positionrL and a fluorescent par-
ticle, is located at positionr , the intensity at the particle position isI(r − rL) and so the (av-
erage) rate at which fluorescent photons are generated is given byξ I(r − rL) whereξ is the
fluorescence cross-section (area) of the particle. LettingΓ = ξ I with I in units of (incident
photons)/(area×time) it follows thatΓ has units of (fluorescent photons)/time. (Note: Although
it is convenient to think ofrL as the position of peak intensity or as the centroid of the beam, this
is not necessary. The solution to the optimization problem will automatically take whatever po-
sition definition is used into account.) Now suppose the beamis scanned over a time-dependent
pathrL(t) for a time periodτ. Our task is to determine which scan path encodes the most in-



formation about the fluorescent particles positionr in the detected fluorescent photon arrival
times; that is, which path enables the best unbiased estimate of r?

Fluorescently generated photons obey a Poisson distribution, i.e., over an extremely short
time interval∆t the probability for detectingn photons when the particle is at positionr and the
laser beam is at positionrL (t) is given by(Γ(r − rL(t))∆t)n /n!exp[−Γ(r − rL(t))∆t] . Hence
over a finite timeτ = N∆t the statistical description of the measurement process is defined
by the the probabilityp(t1, ..., tK |r) of observing the set ofK unordered photon arrival times
{t1, ..., tK} in the intervalt ∈ [0,τ) with

p(t1, . . . , tK |r) =
1

K!

K

∏
k=1

Γ(r − rL(tk))exp

[

−
∫ τ

0
dtΓ(r − rL(t))

]

(4)

where the product overk is understood to be unity forK = 0 and we have replaced∑N
i=1 ∆tΓ(r −

rL(n∆t)) with
∫ τ

0 dtΓ(r − rL(t)). The information about the positionr of a particle inD dimen-
sions contained in a scan of the laser positionrL(t) is quantified by the associatedD×D Fisher
information matrix [35],F which for p(t1, . . . , tk|r) given above hasj,k elements given by

[F] jk ≡ Fjk =
∞

∑
K=0

∫ τ

0
dt1 . . .dtK p(t1, . . . , tK |r)(∂ j ln [p(t1, . . . , tK |x)])(∂k ln [p(t1, . . . , tK |r)])

(5)
where∂ j ≡ ∂/∂ r j. The Craḿer-Rao bound is the statement that the best unbiased estimator of
r has a covariance matrix given byV = F−1 [35]. Thus, we seek the scan pathrL(t) that max-
imizesF and correspondingly minimizes the covarianceV. For one-dimensional estimation,
this is a straightforward scalar maximization task, but in higher dimensions we must choose a
scalar quantity that characterizes the “size”φ [F] of the matrixF. (Below we show that for the
1D case, maximizingF maximizes the signal to noise ratio. In higher dimensions there is more
than one signal and choosingφ [F] is equivalent to choosing what function of these signals is
to be maximized relative to the noise ) Two common choices forquantifying the size ofF are
the determinantφ0 [F] = det[F]1/d and the trace of its inverseφ−1 [F] = dTr

[
F−1

]−1
, which in

turn bound the determinant and trace of the covariance matrix V. The trace of the covariance
matrix, and henceφ−1 [F], is particularly important for our case since it is proportional to the
localization accuracy (e.g. for D = 3, Tr[V] = σ2

x + σ2
y + σ2

z ). The functionsφ0 andφ−1 are
only two examples of the more general matrix information function φp used in Ref. [36], and
defined for allp 6= 0 by

φp [F] =

(
1
d

Tr [Fp]

)1/p

=




1
d

Tr



F ·F · . . . ·F
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p times









1/p

(6)

where ”·” indicates matrix multiplication. These provide a sensible measure of the information
content for allp ≤ 1 [36]. It is important to note that, except in special cases of high symmetry,
the optimal scan path maximizingφp [F] depends on the choice ofp as we will show explicitly
below for a Gaussian beam in three dimensions.

For any pair of fluorophore coordinatesx j andxk, a straightforward computation ofF using
the above definition yields

Fjk =
∫ τ

0
dt

1
Γ(r − rL(t))

(∂ jΓ(r − rL(t)))(∂kΓ(r − rL(t)))

= 4
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√

Γ(r − rL(t))
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(7)



Using
√

Γ(r) =
√

ξ I (r) =
√

ξ a(r) with a(r) the modulus of the field amplitude we can define

g = 2∇
√

Γ(r − rL(t))τ = 2
√

ξ τ ∇a(r − rL(t))

where∇ is the gradient, i.e.,∇i = ∂i. Treatingg as a column vector and indicating the transpose
with a superscript T,

F =
1
τ

∫ τ

0
dt g·gT.

If the beam is moved inN discrete steps, dwelling at each positionr (n)
L for a time∆tn, we can

define a vectorgn for each laser position and write the Fisher information matrix simply a

F =
N

∑
n=1

cn gn ·gT
n , cn = ∆tn/τ

= 4ξ
N

∑
n=1

∆tn ∇a
(

r − r (n)
L )
)

·∇a
(

r − r (n)
L )
)T

(8)

This is the same Fisher information matrix obtained in a classical linear regression model where
the unknown particle positionr is projected onto a set of regression vectorsgn with corre-
sponding weightscn, with observations corrupted by zero-mean measurement errors of unit
magnitude. In this representation, thelength of a regression vector determines theprecision of
a measurement along that direction. The optimal experimental design problem is to choose a

set ofN vectorsgn and corresponding weightscn - or equivalently, a set ofN laser positionsr (n)
L

and dwell times∆tn - that maximizes the information matrixF relative to the criterionφp [F].
The theory of optimal experimental design provides a very general and extensive analysis

of the solution to this type of problem [36]. For theφpoptimality criteria defined above an
experimental design with associated Fisher matrixF∗ is φp-optimal if and only if

gT ·Fp−1
∗ ·g≤ Tr [Fp

∗ ] (9)

for all possible regression vectorsg; in this case all possible scan paths, with equality being
achieved only for vectorsg that are part of an optimal scan path. (For a Gaussian beam in 3D
this is shown explicitly below in Section 3.2, see in particular Fig 2. We provide a justification
for this form of the optimality condition in Appendix A.)

Substituting forg, we can also write that a laser scan path isφp-optimal for any finitep ≤ 1
if and only if

(∇a(−r))T ·Fp−1
∗ · (∇a(−r)) ≤ 1

4ξ τ
Tr [Fp

∗ ] (10)

for all r ; again, equality is achieved only forr values that lie on an optimal scan path. Any laser
scan path can be tested for optimality by computing the information matrixF and testing for
optimality using this criterion. Unfortunately, althoughit is reasonably easy to apply, it is not
at all obvious how this process yields an optimum scan path. So in order to gain insight into
the solution we will first solve the optimization problem by the more conventional approach of
using the calculus of variations. This will not only specifythe optimum scan path in a obvious
way, it will also provide significant insight into the solution including indicating how to alter
the intensity distributionΓ to improve the tracking accuracy. We will then show that for the
Gaussian beam this yields precisely same result that is found using Eq. 10



3. Solution via the Calculus of Variations

F is a functional of the laser scan trajectoryrL (t) and so the optimum trajectory with respect to
φp [F] defined in Eq 6 is the one for which the change inφp [F] vanishes to first order inδ rL (t)
whenrL (t)→ rL (t)+ δ rL (t). Of course this condition only gives an extremum ofφp [F] and
we must separately determine that a given solution maximizesφp [F] . Carrying out the variation
and setting the result to zero yields

0 =

(
1
d

Tr [Fp]

)1/p−1
[
Fp−1]

k j (∂ka(r − rL(t)))(∂i∂ ja(r − rL(t))) (11)

with repeated indices,j,k, . . . summed over the appropriate range and we have used that fact
thatF is symmetric..

In 1 dimension (1D)F is a non-negative scalar, i.e.,F = F and assuming it does not vanish
Eq. 11 reduces to

0 = (∂xa(x− xL(t)))
(
∂ 2

x a(x− xL(t))
)

for all p which shows thatφp [F] is maximized at positionsxL (t) where∂ 2
x a(x− xL(t)) = 0

with |∂xa(x− xL(t))| 6= 0. But ∂ 2
x a(x− xL(t)) = 0 is simply the condition that|∂xa(x− xL(t))|

is, neglecting inflection points, a maximum. Interestinglythis does not correspond to the
maximum slope of the intensity itself. Thus we can improve the localization accuracy by
maximizing the absolute slope beam amplitude and if there are multiple positions where
∂ 2

x a(x− xL(t)) = 0 then the global optimum is achieved by using the one with thelargest
value of|∂xa(x− xL (t))| . Under the assumption that during the scan time the particle position
x is essentially constant it follows thatxL (t) can also be held constant. For a Gaussian beam
in 1D [30], a(x) = a0exp

[
−x2/w 2

0

]
and we have∂ 2

x a(x− xL) = 0 for xL = x±w0/
√

2 with
both solutions having the same value of|∂xa| . φp [F] is therefore a maximum forF = F∗ =
8ξ τa 2

0 /
(
ew 2

0

)
= 8Nph/

(
ew 2

0

)
.whereNph = ξ τa 2

0 /e is the mean number of photons collected
during the scan. Obviously|∂xa(x)| needs to maintain a large value over the range of uncer-
tainty in the particle position∆x, i.e., |∂xa(x− ε∆x− xL)| should be approximately constant,
and large, for−1 . ε . +1.

Next consider the 1D case from the point of view of the intensity rather than the amplitude,
i.e., from the point of view of the first line of Eq. 7. In this form F is maximized at positions
where the slope of the intensity,∂xI, is a maximum with the intensityI itself being a minimum.
At first requiringI to be a minimum seems counterintuitive. But the signal amplitude is on the
order of∂xI ×∆x while the absolute noise level is proportional to

√
I and so the signal to noise

ratio for a given∆x is maximized at positions where|(∂xI)|/
√

I or equivalently(∂xI)2/I is a
maximum. Hence maximizingF in 1D is equivalent to maximizing the signal to noise ratio.

This 1D solution generalizes directly to 2D and 3D. Eq 11 can be satisfied by choosing posi-
tions that have∂i∂ ja(r) = 0 for all i and j. Again the beam can be held stationary at a sufficient
number of these positions during the scan time although a continuous trajectory which main-
tains these conditions may be easier to implement mechanically and/or optically. The condition
∂i∂ ja(r) = 0 for i = j is exactly the same as the condition∂ 2a(x) = 0 in 1D. Fori 6= j this
condition effectively amounts to having the gradients ofa(r) at the chosen positions be mutu-
ally orthogonal But, as opposed to 1D where the entire measurement timeτ can be spent with
the beam locked at one position, in 2D and 3D it is not immediately clear how to divide up the
time among the different positions. To be specific let the positions which maximizeφp [F] be

r (s)
L , with s ranging from 1 toD whereD is the number of dimensions and assume that∇a at

each point separately aligns with one of the coordinate axesso that∇a
(

r − r (s)
L

)

points purely



in thers direction, i.e.,∇a
(

r − r (1)
L

)

points purely in thex direction, and so on, then

φp [F] =

(

1
D

D

∑
s=1

∆t p
s

∣
∣
∣∂sa

(

r − r (s)
L

)∣
∣
∣

2p
)1/p

(12)

with the constraint that∑D
s=1 ∆ts = τ. Invoking the constraint by setting∆tD = τ −∑D−1

s=1 ∆ts the
dwell times∆tp at each position can be chosen by solving

∂φp [F]

∂ (∆ts)
= 0 for s = 1 to D−1

Note that if the values of
∣
∣
∣∂sa

(

r − r (s)
L

)∣
∣
∣ are the same at all the laser positions then this directly

yields that the∆ts are equal toτ/D independent of the value ofp.
We now apply this solution technique in 3D to a Gaussian beam which has a field amplitude

given by [30]

a(x,y,z) =
a0

√

1+ z2/z2
R

exp

[

− 1

w2
0

(
x2 + y2

1+ z2/z2
R

)]

wherezR = πw 2
0 /λ is the Rayleigh range,λ is the wavelength anda0 =

√
I0. Assume the

particle positionr is approximately zero on the scale of the width of the Gaussian. Then the
positions of center of the Gaussian beam that have the maximum slope in each of thex,y and

z directions at the origin arer (1)
L =

(

±w0/
√

2,0,0
)

, r (2)
L =

(

0,±w0/
√

2,0
)

,as before and

r (3)
L =

(

0,0,±zR/
√

2
)

. For 2D localization the symmetry of the Gaussian in thexy plane Eq.

12 yields dwell times atr (1)
L =

(

±w0/
√

2,0,0
)

and r (2)
L =

(

0,±w0/
√

2,0
)

which are both

equal toτ/2.. For localization in all three directions the difference between the slope in thez
direction and those in thex andy directions causes the dwell times to depend onp. For p = −1
Eq. 12 we get

∆t1 = ∆t2 =
w0τ

2w0 +9zR/
√

6e

∆t3 =

(

9zR/
√

6e
)

τ

2w0 +9zR/
√

6e

whereas forp = 0 we get∆t1 = ∆t2 = ∆t3 = τ/3.
In both 2D and 3D the± signs lead to minor ambiguity in the particle position sincenom-

inally one cannot tell which side of the beam the particle is on. In many cases only the move-
ment of the particle relative to it’s starting position is required and so the absolute position is
not required. But the ambiguity can be lifted in any case simply by dithering the beam position
slightly in each direction and determining the sign of the change in signal level.

In the next section we show that the 2D solution for arbitraryp and the 3D solution for
p = −1 derived here are exactly the same as those given by Eq. 10

3.1. Gaussian Beam in Two Dimensions via Optimal Design

In the two-dimensional case, the experimental design problem is straightforward. The beam
geometry assuming the particle is maintained at the beam waist (z = 0) is Γ(r) = Γ(x,y) =

Γ0exp
[

− 2
w2

0
(x2 + y2)

]

withe Γ0 = ξ I0 = ξ a 2
0 with I0 the peak intensity in terms of the number



of photons/(area× time) [30]. When this beam is offset by a position shift ofr =(x,y) from
the origin the regression vectorg is given by

g =
4r
w2

0

√

Γ(−r)τ.

Scanning at the two(x,y) positionsr (1)
L = (w0/

√
2,0) andr (2)

L = (0,w0/
√

2) as determined in
the previous section for equal times∆t1 = ∆t2 = τ/2, we find the Fisher information matrix

F∗ =
4

w2
0

Γ0τ
e

(
1 0
0 1

)

=
4Nph

w2
0

(
1 0
0 1

)

where the (mean) number of photons collected during a singlescan period isNph = ∆t1Γ(r1)+
∆t2Γ(r2) = Γ0τ/e = ξ a 2

0 τ/e.
Note that the same Fisher matrix is achieved for any pair of orthogonal vectors or for a

constant-speed circular scan about the origin so long as thescan points lie on the circle with
radiusr = w0/

√
2 [26].

For any other laser focal positionr ′, the optimality inequality Eq. 10 for any finitep ≤ 1
becomes

(x′2 + y′2)e
− 2

w2
0
(x′2+y′2) ?

≤ w2
0

2e
,

which is satisfied for allr ′ = (x′,y′). The Craḿer-Rao bound on the two-dimensional localiza-
tion accuracy corresponding top = −1 becomesσ2

x +σ2
y ≥ Tr(F−1

∗ ), so that

σ2
x +σ2

y ≥ w2
0

2Nph

as quoted in Eq. 1. Note that due to the symmetry of the Gaussian in 2D this result is indepen-
dent ofp.

3.2. Gaussian Beam in Three Dimensions via Optimal Design

The situation is more complex in three dimensions. Considerthe beam profile given by the
usual expression [30]

Γ(r) = Γ(x,y,z) =
Γ0

1+ z2/z2
R

exp

[

− 2

w2
0

(
x2 + y2

1+ z2/z2
R

)]

.

Here, φ0 and φ−1 optimality arenot achieved by the same scan path, so we focus onφ−1,
which bounds the localization accuracyσ2

x +σ2
y +σ2

z . We can determine optimality by testing
a candidate solution. We show that the optimal path is the onederived above given by

r (1)
L =

(

± w0√
2

, 0 , 0

)

∆t1 =
w0τ

2w0 +9zR/
√

6e
(13a)

r (2)
L =

(

0 , ± w0√
2

, 0

)

∆t1 =
w0τ

2w0 +9zR/
√

6e
(13b)

r (3)
L =

(

0 , 0 , ± zR√
2

)

∆t3 =

(

9zR/
√

6e
)

τ

2w0 +9zR/
√

6e
. (13c)



Fig. 2. Plot of f (r) as defined in Eq.14. The scan path given by Eqs. (13a-13c) are proved
to be optimal by observing thatf (r) is less than1 for all other values ofr/w0 or z/zR. Note
that because the two optimal points, i.e., the peaks in the graph in Fig. 2, are separated by
a valley (f < 1) there is no smoothly varying continuous path in 3D that is optimal for
a Gaussian beam. This is in contrast to the 2D case with a Gaussian beam where all the
points on the circler = w0/

√
2 have f = 1 and hence a continuous path can be used if

desired. [26].

The Fisher matrix for this scan path,F∗, is diagonal and is given by

F∗11 = F∗22 =
8Γ0τ/e

2w2
0 +9zR/

√
6e

≈ Γ0τ
0.68w2

0 +0.76w0zR

F∗33 =
16Γ0τ/

√
6e

6w0zR +27z2
R/

√
6e

≈ Γ0τ
1.51w0zR +1.69z2

R

To prove the optimality of this path, we compute the following test function [c.f. Eqs. 9 and
10 with p = −1]:

f (r) =
gT ·F−2

∗ ·g
Tr
[
F−1
∗
] = 4ξ τ

(∇a(−r))T F−2
∗ (∇a(−r))

Tr
[
F−1
∗
] . (14)

According to the optimality criteria, the scan path is optimal if and only if f (r) ≤ 1 for all
r . Writing r = (x,y,z) in convenient dimensionless units wherer =

√

x2 + y2, r̄ = r/w0 and
z̄ = z/zR we find

f (r) =
8er̄ 2(1+ z̄ 2)2 +27z̄ 2(1−2r̄ 2 + z̄ 2)2

4(1+ z̄ 2)5 exp

[

− 2r̄ 2

1+ z̄ 2

]

. (15)

This function is plotted in Fig.2, where it is clearly seen not to exceed the value 1 (this can also
be shown analytically). Thus, the proposed scan path isφ−1-optimal and therefore the three-
dimensional localization is always limited by the Cramér-Rao bound, taking here the form

σ2
x +σ2

y +σ2
z ≥ Tr

[
F−1
∗
]
.

Note that because the two optimal points, i.e., the peaks in the graph in Fig. 2, are separated
by a valley (f < 1) there is no smoothly varying continuous path in 3D that is optimal for a
Gaussian beam. This is in contrast to the 2D case with a Gaussian beam where all the points



on the circler = w0/
√

2 have f = 1 and hence a continuous path can be used if desired. [26]
The fact that no smoothly varying continuous path is possible in 3D has obvious implications
with respect to the practical implementation of these results. True optimality requires the beam
to hop instantaneously betweenz = 0 with r = w0/

√
2 andr = 0 with z = zR/

√
2. In a strict

sense this is not possible physically but obviously any system with a hopping time which is tiny
fraction ofτ will for all practical purposes be optimal.

Computing the number of photons collected along the scan path during a single period from
Nph = ∑3

k=1 Γ(r k)∆tk, we can rewrite the best possible three-dimensional localization accuracy,
achieved for the optimal scan path given by the weighted solution as

σ2
x +σ2

y +σ2
z ≥ w2

0

2Nph

[

1+

√

3
2

(√
e+

3
2
√

e

)
zR

w0
+

9
4

z2
R

w2
0

]

.

Plugging in the standard expressionzR = πw2
0/λ [30], we recover Eq. 2, proving the initial

claim.

4. Conclusions

We have used the calculus of variations to derive the optimumscan path for tracking and local-
izing a fluorescent particle and have shown that for Gaussianbeams in two and three dimensions
the calculus of variations result matches the solution derived from the optimal design of exper-
iments. In one dimension this condition corresponds simplyto maximizing the signal to noise
ratio. In higher dimensions there are multiple signals, essentially one for each direction, and de-
pending on how these are combined into a single signal there are different optimization criteria
which is equivalent to having to choose the value ofp in the merit functionφp [F] . These re-
sults provide a simple, testable optimality criterion to determine whether a candidate laser scan
path encodes maximal information about a fluorescent particles position in the detected photon
stream. We presented optimal scan paths for two- and three-dimensional Gaussian beams and
used these to derive the best possible localization accuracies, quoted in the introduction. We
have shown that the optimal path for 2D localization using a Gaussian beam can be continuous
if desired, but the optimal path in 3D for a Gaussian cannot becontinuous. These results can be
applied to other experimental geometries, including thosewhere multiple detectors - rather than
multiple beam positions - are used for real-time localization. Future work should focus on re-
laxing the assumption that the particle remains effectively stationary during each scan cycle so
as to extend optimality results to cases where the particle is moving under a particular dynamic
model (for example, free diffusion or diffusion plus flow) orwhere feedback control may not
be sufficiently tight that the particle is well-localized relative to the beam size. Also, it would
be worthwhile to determine if there are physically realizable intensity distributions which do
allow for the optimal path to be continuous as this might aid the practical implementation of
these results.

5. Appendix A: Justification of the Global Optimality Criter ion

The rigorous proof of the optimality condition Eq. 9 is rather complex and will not be presented
here. Instead we will present a justification for it. By definition F∗ is φp optimal relative to all
otherF if and only if

φp [F] ≤ φp [F∗]

Substituting the definition ofφp from Eq. 6 into the above condition, raising both sides to the
powerp and cancelling factors of 1/d gives

Tr [Fp] ≤ Tr [Fp
∗ ]



Writing Tr
[
Fp
∗
]

=
(

Fp−1
∗
)

i j
[F∗] ji, using [F∗] ji = F∗ ji = ∑N

n=1 g∗n jg∗ni after absorbing thecn

into the definition of thegn and rearranging gives

Tr [Fp
∗ ] =

N

∑
n=1

g∗ni
[
Fp−1
∗
]

i j g∗n j =
N

∑
n=1

gT
∗n ·Fp−1

∗ ·g∗n

All F are real and symmetric and so can be diagonalized by a similarity transformation. Let the
similarity transformation which diagonalizesF∗ be S whose rows are the orthonormal eigen-
vectorsei of F∗ with i = 1, ...,D in D dimensions. ThenS·F∗·ST = f∗ is diagonal andST ·S is
the identity matrix. The diagonal elements off∗ given by f∗i are real and positive since

vT ·F∗ ·v =
N

∑
n=1

(vig∗ni)
2 > 0

for any real nonzerov. Writing g∗n in terms of the eigenvectorsei (written as column vectors)
gives

g∗n =
D

∑
i=1

ḡ∗niei

As we have seen above, inD dimensions we only needD independent measurements to deter-
mine the particles position, i.e.,N = D, and that in the representation whereF is diagonal that
these optimum positions are orthogonal to one another whichmeans

ḡ∗ni = ḡ∗iδn,i

Substituting this intoS·F∗·ST = f∗ we find

N

∑
n=1

ḡ∗niḡ∗n j = ḡ∗iḡ∗ jδi j = f∗iδi j

with no sum oni.or j which gives ¯g∗i =
√

f∗iand

N

∑
n=1

gT
∗n · fp−1

∗ ·g∗n = gT
∗ · fp−1

∗ ·g∗

If we now replaceg∗ with an arbitraryg and undo the similarity transformation we have by
definition

gT ·Fp−1
∗ ·g≤Tr [Fp

∗ ]

Appendix B: Maximum Likelihood Position Estimation for an Ar bitrary Scan Path

In earlier sections, we derived design criteria for determining which laser scan path contains the
most information about a particle’s position, when the particle is near the origin of coordinates.
In general, however, we also require an estimation procedure that can extract the position from
the detected photon stream. This position estimator must, of course, include some information
about the beam size, shape, and the scan path. One candidate is a maximum likelihood estima-
tor, whose performance will be uncertain when the photon number is very small but will tend
towards optimality for large photon numbers (how large cannot be determineda priori and is
a common criticism of maximum likelihood). In this appendix, we derive a simple linear form
for the maximum likelihood estimator of a fluorescent particle’s position for an arbitrary (2D



or 3D) scan path, under the assumption that the particle position r is close to the origin. To do
this, we can expand the time-detection rate function to second order inr as

Γ[r − rL(t)] ≈ Γ[−rL(t)]+ rT ∇Γ|−rL(t) +
1
2

rT H(Γ)|−rL(t) r +O(r3) (16)

where H(Γ)|−rL(t) is the Hessian matrix of partial derivatives of the laser intensity function
evaluated at the point−rL(t). For any functionf (r), the jk entry of the Hessian matrix is

[H( f )] jk = ∂ 2 f
∂x j∂xk

. Plugging this second-order approximation into the likelihood function of

Eq. 4 and setting the gradient with respect to particle position r to zero, we find the following
linear equation for themaximum likelihood estimate rMLE of the particle positionr :

Ar MLE +b = 0 (17a)

where theD×D matrixA andD×1 vectorb depend on the laser scan path and the measurement
result{t1, ..., tk} through

A = −
∫ τ

0
H(Γ)|−rL(t) dt +

K

∑
k=1

H(logΓ)|−rL(tk)
(17b)

b = −
∫ τ

0
∇(Γ)|−rL(t) dt +

K

∑
k=1

∇(logΓ)|−rL(tk)
. (17c)

The sums overk are understood to be 0 whenK = 0. When the functional form of the terms in
A andb can be precomputed or approximated, a real-time position estimate can be formed by
computingA andb in real time (through the sums overk) and solving the 2- or 3-dimensional
linear system.

As a simple example, consider the two-dimensional Gaussianbeam example of Sect. with
the circular scan pathrL(t) = w√

2
(cos2πt

τ ,sin2πt
τ )T. By direct computation, we find

A = −K

(
1 0
0 1

)

, b =
w√
2

K

∑
k=1

rL(tk) (18)

so that

rMLE =







0 , K = 0

w√
2

(

1
K

K
∑

k=1
cos2πtk

τ , 1
K

K
∑

k=1
sin2πtk

τ

)T

, K > 0
(19)

Note that the maximum likelihood estimate for this case is given by phase-sensitive lock-in
detection of the photon streamtk [26].


